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Abstract

Recentadvancesn miniaturizationand low-cost, low-
power designhave led to active reseach in large-scale
highly distributed systemsof small, wireless, low-power
unattendedsensos and actuatos. We explore the use of
Random, EphemeralTRansactionldentifiers (RETRI) in
sud systemsand contrast it with the typical designphi-
losophyof usingstaticidentifiers in rolessud asnodead-
dressingor efficientdatanaming Insteadof usingstatically
assigneddentifiersthatare guaranteedo beunique nodes
randomlyselectprobabilisticallyuniqueidentifiers for each
new transaction.

We showhow this randomizedschemecan significantly
improve the systens enegy efficiencyin contets whee
that efficiency is paramount, sud as enegy-constained
wirelesssensomnetworks Benefitsaare realizedif thetypical
datasizeis smallcompaedto the sizeof an identifier and
the numberof transactionsseenby an individual nodeis
smallcompaedto the numberof nodesthat existin theen-
tire systemOur schemes designedo scalewell: identifier
sizesgrow with a systens density not its overall size We
guantifythesebenefitaisingan analyticmodelthat predicts
our schemes efficiency We also describean implementa-
tion asappliedto padket fragmentationand an experiment
that validatesour model.

1. Intr oduction

Recentadvancesin miniaturizationand low-cost, low-
power designhave led to active researchin large-scale,
highly distributed systemsof small, wireless, low-power,
unattendedensorsand actuatorg2, 10, 6]. The vision of
mary researcherss to createsensoirich “smart environ-
ments”"throughplannedr ad-hocdeploymentof thousands
of sensorseachwith a short-rangewirelesscommunica-
tions channelandcapableof detectingambientconditions
suchastemperaturemovement,sound,light, or the pres-
enceof certainobjects.

*To appeain Proceedingsf the 21stInternationalConferencen Dis-
tributedComputingSystemgICDCS-21)April 16-19,2001,PhoenixAri-
zona,USA. Also publishedasUCLA CSTechnicalReport200027.

While this new classof distributed systemshasthe po-
tentialto enablea wide rangeof applicationsjt alsoposes
seriousdesignchallenges,describedmore fully by KKP
[10] andEGHK [6]. The sheernumberof thesedevices
malkes global broadcastingundesirable;wireless nodes’
limited communicatiomangerelativeto thegeographi@area
spannedy the systemoften makesglobal broadcastingo
inefficient that it is infeasible. As a consequencemary
argue that nodesmust dependon localized algorithms—
makingcontrol decisionsbasedsolely on interactionswith
neighborswithout global systemknowledge[6, 9].

Sensometworks mustbe enegy-eficient Most current
network protocolsare designedo be conserative only in
their useof bandwidthor requiredprocessingMany nodes
in theemegingsensosystemswill beuntetherecéndthere-
fore have smallenegy resenes.All communication—een
passie listening—will have a significanteffect on thosere-
senes. Thereforeto maximizethelifetime of the systemit
is critical to maximizethe usefulnes®f every bit transmit-
tedor receved[16].

Sensomnetworksareexpectedo bedynamic Overtime,
sensorsnayfail or new sensorsnaybeadded.Sensorswill
experiencechangesn their position,reachability available
enegy, andeventaskdetails. Thesechangesnake config-
urationunacceptablethe systemmustevolve to malke the
bestuseof availableresources.

Sensometworks mustbe self-configuring Large-scale
networkssuchastheInternetwork in thefaceof brittle soft-
ware partly becausehe numberof peoplemaintainingthe
network hasgrown along with the size of the network it-
self. In contrasttheremay be a single humanresponsible
for thousand®f nodesin adensesensomnetwork. It simply
becomesmpracticalto imagineary designwhereeachof
thesedevicesrequiresindividual attention. In fact, manual
configurationis ruledout completelyif sensoraredropped
into inhospitableterrain. This is expectedin disasterrelief
scenariosuchasearthquaksandfires.

All of theseadistinguishingcharacteristiceanpotentially
affect critical aspectof the systems design—routingand
addressingnechanismsphamingand binding services ap-
plication architecturessecuritymechanismsand so forth.
Many of theseproblemsare more challengingthan their
analoguedn thetraditionalnetworking anddistributedsys-
temsspaceshut thereare alsonew opportunitiesfor solu-
tions.



This paper focuseson one such opportunity: a de-
sign philosophy for sensornetworks where small, ran-
domly selected ephemeralprobabilistically uniquetrans-
actionidentifiers(which we call RETR) areusedin place
of identifiersthat are guaranteedo be unique. We define
a “transaction”quite generallyto be any computationdur-
ing which somestatemustbe maintainedby the nodesin-
volved. Theidentifiermight be playingary of a numberof
roles;for example, anodesaddressor theabbreviatedform
of acommonly-occurringpit sequenceisedin compression
schemesln traditionaldistributedsystemssuchidentifiers
areguaranteedo be uniqueandunambiguous.This guar
anteecomeswith anumberof importantcosts,describedn
thenext section thatRETRI helpsto avoid.

Mostimportantly RETRIchangeshescalingproperties
of adistributedsystemsuchthatidentifiersizesaretiedto a
systems transactiondensity notits overall size. We define
the transactiondensity as the averagenumberof transac-
tions thatoccurin the sameplace(connectvity-wise) and
atthesametime in asystem.Many factorsaffectthisvalue.
Networksdesignedisingspatiallylocalizedalgorithmswill
have muchlower transactiordensitieshanthosein which
all nodescanpotentiallypeerwith eachother Higherphys-
ical nodedensitieshave animportanteffect becausef the
broadcashatureof thewirelessmedium.Temporallocality
andtheaveragedurationof atransactiorarealsoimportant:
spatiallylocal nodeghattransmitsimultaneouslyill seea
highertransactiordensitythana groupthat spreadout its
communicatiorovertime. Our schemescalesvell because
all of thesefactorscanremainconstanin a distributedsys-
temasit growsin size.

We shav how RETRI cansignificantlyimprove the sys-
tem’s enegy efficiency in contexts wherethatefficiency is
paramountsuchasenegy-constraineavirelesssensomnet-
works. Benefitsarerealizedif thetypical datasizeis small
comparedto the size of an identifier, and the numberof
transactionseenby anindividual nodeis small compared
to thenumberof nodesthatexist in theentiresystem.

Althoughour premiseis applicableto mary usesof iden-
tifiers, we studiedit in the context of one particularuse:
uniguenodeaddressesWe explore the ideaof ephemeral
identifiersusing an address-fregaclket fragmentationser
vice asa casestudy Our contributionsarethe description
of this address-freenethod,a simple model that predicts
its performanceand an implementatiorthat validatesour
model. The next sectionwill review the traditional role
of network addressesnd discusstheir costs. Section3
presentour address-freéragmentation.In Section4, we
analyzeour architectureanddevelopa modelto evaluateits
performanceWe describeanactualimplementatiorandex-
perimentusedto validateour modelin Section5. Section6
describeothercontetsin which RETRI canbe used.Re-
latedwork is reviewedin Section?7. Finally, in Section8,
we presenbur conclusions.

2. The useand costof addresses

Inherentto the designof mostdistributedsystemdoday
is the assumptiorthateachnodehasa uniquenetwork ad-
dress.Theseaddresseappeain every pacletto identify its
sourceanddestination We will considerspecialaddressing
requirementshata sensometwork may have. However, it
is usefulto first reconsidetthe role that addresseglay in
traditionaldistributedsystems.

2.1 Therole of addressesn traditional distrib uted
systems

Oneof theprimarypurpose®f anaddressn atraditional
distributedsystemis to provide topologicalinformationthat
canbe usedto find routes. Addressesare sometimesalso
usedasnamesin orderto specifya communicationend-
point: “I needto contactthat node” Theserolesarethe
purestfor an addressaccordingto the generallyaccepted
definitionsof namesaddressegndroutes[18].

An important property of addressesn traditional dis-
tributed systemsis that every nodehasa globally unique
one. Addressingtherefore has an additional benefit—
essentiallya side effect—of assigninguniqueidentifiers to
nodes. Unlike addressesyniqueidentifiershave no inher
ent meaning. They have no specialpropertiesotherthan
their mutualdistinctveness.Many protocolsaredesigned
underthe assumptiorthat uniqueidentifiersare available;
addressesire sometimeausedin this role simply because
they arealreadythere.We will illustratethis pointwith two
examples:

e IP [14] specifiesa way of fragmentinga datagram
into smallerpacletsfor transportacrossphysicalnet-
works with small framesizes. During fragmentation,
IP sourcesgive datagramdocally unique identifica-
tion numberst This allows the 4-tuple of (SourcelP
Address DestinationlP Address,dentificationNum-
ber, ProtocolNumber)to beusedasauniquedatagram
identifier. IP fragmentatiorandreassemblyherefore
ignore the significanceof a sourceor destinationad-
dressasanaddress

e In TCP[15], aflowis uniquelyidentifiedby the4-tuple
of (SourceAddress SourcePort,DestinationAddress,
DestinationPort). Thistupleis usedto demultiplecin-
comingpacletsbackinto their constituenflows. The
destinationaddresss, of course,usedto route pack-
ets.However, the demultiplexing stagetreatsthetuple
only asa uniqueflow identifier. As in the fragmen-
tation example,the structureandinherentmeaningof
theaddressareignored.

In asystemwhereeachnodehasauniqueaddressallow-
ing thoseaddresseto sene the dualrole of uniqueidenti-
fiersis often a goodideaanda naturalchoice. As we will
discussin Section3, a key to our architectureis separat-
ing thesetwo roles. Othershave objectedo the overloaded

1Thisis notthe sameas TCP’s sequencaumber



role of addressefor variousreasonsChiappas “Nimrod”
architecturd3] is one example. We choseto separatehe
rolesbecauseiniqgueaddressesomewith a price. In fact,
in somecontexts, they canbe quiteexpensve.

2.2 Global vs.local addresses

Most addressingschemesan be classifiedas using ei-
therglobal or local addressefachhasits own advantages
anddisadantages.

In systemssuch as Ethernet[12], every nodethat ex-
ists hasa globally unique address. The addresss stati-
cally assignedtypically at the time of the device’s manu-
facture. This approachguaranteeshat ary particularcol-
lectionof interconnectedtherneteviceswill havedistinct
addressesHowever, it canbe inefficient if the numberof
devicesthatexistis muchlargerthanthenumberthatarein-
terconnectedEthernetslargedatapayloadsandlack of en-
ergy constraintanale this inefficiency small,andcertainly
well worth the conveniencehatit buys. In contrastyve will
arguein the next sectionthat the costof globally unique
addresses muchhigherin asensometwork.

An alternatve is to configurenodeswith addressethat
arelocally unique. Thatis, eachnodein a distributed sys-
temhasan addresghatis uniquewith respecto its poten-
tial peers,basedon the connectvity of the network or the
scopeof communicationDevicesthataremutually discon-
nectedmay sharethe sameaddressat the sametime. This
is in contrastto globally uniqueaddressethat are always
distinctwith respecto every otherdevice thatexists.

Globaladdresspacegendto bevery largeto make de-
centralizedallocation more corvenient,and to accommo-
dategrowth in the numberof nodes. If the numberof in-
terconnectedlevicesis significantly smallerthanthe total
numberof devices, locally unique addressesan use far
fewer bits thanglobally uniqueaddressed-or example,al-
thoughEthernehodesuse48 bit addresses typical Ether
netof a few hundrednodescould useonly 10 or fewer bits
if theaddressewerelocally assignedin contrastsuchsar-
ingsarenotpossiblan IP addressingpecauseverynodeon
the Inzternetcan potentially communicatewith every other
node:

Different methodsexist for assigninglocal addresses.
The simplestexampleis manualconfiguration. Protocols
suchasDHCP[5] allocateaddressefom alocal authority
More complex schemessuchas the multicastaddressal-
locationin SDR[8] andMASC [11] listento theaddresses
alreadyin use allocateaddresseautonomouslythendetect
collisionsandresohe conflictingaddreslaims. They also
useexplicit scopingto achieve spatialreuseof addresses.

2.3. The costof addressesn sensornetworks

Complementaryo thediscussiorof thebenefitof anad-
dressmustbe a discussiorof its cost. By the costof anad-
dresswe referto the overheadequiredin termsof network

2This analogyignoresother propertiesof IP addressesuch as their
topologicalsignificance. We also ignore private IP networks, firewalls,
NAT, andthelike.

utilization. It is vital to considerthis costin unattended
wirelesssensometworks where,asPottiepointsout, every
bit transmittedreduceghe lifetime of the network[16]. We
do not attemptto quantify factorssuchasthe humaneffort
requiredto coordinatea globaladdressllocation.

A key factorto consideris thatboththe paclet sizeand
dataratein mary typicalsensonetworkswill beverysmall.
Thisis by design:theenegy costof communicatiormakes
it desirableor nodesto minimizethe sizeandfrequeng of
transmissiondy doing as muchlocal processingsumma-
rization,andaggreyationof dataaspossible Althoughsen-
sorswill transmitlarge messagesccasionally we expect
thatthey will normallytransmitperiodicmessagesonsist-
ing of only afew bitsto describeghe currentstate—perhaps
theambienttemperatur®r the numberof vehiclesdetected
in the pasthour.

The cost of an addressin an enegy-constrainedlis-
tributedsystemcanbe consideredighif theaddresspace
is underutilizedand the addresstself accountsfor a sig-
nificant portion of the total numberof bits transmitted.In
sensometworks, globally uniqueaddressesvould needto
be very large—at least as large as Ethernets 48 bits—
comparedo the typical few bits of dataattachedo them.
Therefore)ocal addressingeemso beneeded.

To maintain local addressesa sensornetwork could
usea protocolthatdynamicallyassignsaddresseto nodes
basedon the addressesf othernodesin the neighborhood.
However, asthe network topologybecomesnoredynamic,
more work is requiredto keep addressesocally unique.
This schemewill be efficient only aslong asthe address-
allocationoverheads smallcomparedo theamouniof use-
ful datatransmittedln astaticsystemthework doneatthe
beginningto resole addressonflictsis amortizedover all
thework donein the systemthereafterin sensometworks,
the expecteddynamicsmalke this schemepotentially very
inefficientgiventhelow datarate.

The other methodsfor assigninglocally unique ad-
dressesve discussedn Section2.2 arealsoinappropriate
for sensometworks. Manual configurationis clearly not
possiblefor reasonswe describedin Section1l. A cen-
tral addressauthorityis not possiblebecausef the highly
decentralizedhatureof the network andthe lack of global
knowledgeat ary singlenode.

3. Addr ess-freefragmentation

The previous sectionseemsto paint a bleak picture of
ouroptionsfor designinganefficientaddressingchemeor
sensometworks. Large packetsor high dataratesprovide
plenty of bits over which to amortizeeitherthe costof ad-
dresseghat arelong enoughto be globally unique,or the
costof running a protocol that assigndocally unique ad-
dresses.We are not so lucky in low datarate distributed
systemawith high dynamicsandenepgy constraints.

TheSCADDSproject[6] providesapotentialframeavork
for a solution becausds usesattribute-baseddata nam-
ing [17, 1, 13]. In SCADDS, applicationsare unlikely to
ask: “Wastheremotion detectedat sensor#27.201.3.97?"



Rather they might ask: “Wastheremotion detectedn the
north-easgjuadrant?”or “Where hasmotionbeendetected
recently?” This kind of datanamingwill be application-
specific, and effectively moves naming, addressingand
evenroutingfrom the network layerinto the application
We wonderedif uniqueaddresseareonly beingusedas
uniqueidentifies—andtheir significanceas addressesare
beingignored—whyarethey still sentin eachpaclet?

3.1 Randomizedtransaction identifiers

Our idea, at its core, is very simple: wheneer a
guaranteed-uniquéentifieris neededan ephemeralran-
domly selected probabilistically—uniqueidentifier can be
usedinstead. Of course,thereis a chancethat two peers
will usethe sameidentifieratthe sametime. We do not try
to resole suchconflicts. Identifier collisionsleadto lost
transactionsandaretreatedik e ary otherloss.Sensomnet-
works alreadymust be highly robust to existing common
sourcef losssuchasRF collisionsandnodeor erviron-
mentdynamicsthatchangeconnectvity. Occasionalosses
due to identifier collisions are likely to have a negligible
mauginal effect consideringhe losseghatsensometworks
mustalreadyassumeBYy choosinga new randomidentifier
for each transaction persistentossesareavoided.

This schemas bestillustratedwith anexample.In Sec-
tion 2.1, we describedP paclet fragmentationand noted
that it dependson having a unique paclet identifier P
usesthe senders uniquelP addreslus anidentifier gen-
eratedby the sender In our Address-Fred-ragmentation
(“AFF"), eachpacletsimplyrecevesarandompaclketiden-
tifier. Onceanidentifieris selectedor a paclet, all of that
paclet's fragmentgeceie the sameidentifier, allowing re-
ceiversto correctlyreconstructhe paclet. The next paclet
recevesanew randomidentifier. For this service we define
a“transaction”asthetransmissiorof all of asinglepaclet’s
fragments.

Often, an identifier is simply a way to referencestate
thatis kepton a transmitteror recever. Theidentifier pro-
vides continuity amongthe pacletsthat make up a logical
transactionFragmentatioiis anexamplethatillustratesthe
identifier's role. By separatinghe function of an address
from that of a uniqueidentifier, we free nodesfrom using
addressem situationswhena uniqueidentifieris really all
thatis needed.

Becauseew identifiersareselectedor eachpaclet, the
AFF identifieraloneis notsufiicientto tell arecewverwhich
nodesenta paclet, or evenif two successie pacletswere
sentby the samenode. Of course,theremay still be sit-
uationswhen a specific node needsto be identified—for
example, for delugging or maintenanceurposes. Long,
globally unique identifiers, statically assignedike Ether
net hardware addressesare appropriatefor this. In AFF,
we arenot arguing againstassigningglobally uniqueiden-
tifiers to nodes Ratherwe aresuggestinghatuniqueiden-
tifiers should be usedsparingly—een if they have been
assigned—irfavor of AFF identifiersthatarelikely to be
muchshorter A nodesuniqueidentifiercanbesentasdata,
ondemandjnsteadof in the headelof every paclet.

3.2 Scopingand listening

For scalability interactionsn sensomnetworksarebeing
designedo belocalized. Theenepgy costof communication
malkeslocal processingndsummarizatiorat eachnodefar
moreefficientthansimply forwardinglargeamountof data
end-to-endhroughmary hops[16]. AFF takesadwantage
of this spatiallocality of sensomnetworks: nodeshatarefar
apartmayusethesameadentifieratthesameime. AFF also
takesadwantageof temporallocality: nearbynodescanuse
the sameidentifier at differenttimes. AFF identifiersmust
only be uniqueto a particularplaceat a particulartime. In
contrastglobally uniqueaddressemustbe uniquewith re-
spectto every othernodethatexists. By leveragingocality,
the size of AFF identifiersmustonly scalewith the trans-
actiondensityof a growing sensomnetwork, while a global
addresspacemustscalewith the total numberof nodesin
the network. For thesereasonsye expectthat AFF identi-
fierscanbe muchshorterthanglobally uniqueaddresses.

Oneheuristicthat can significantly improve the perfor
manceof the schemss listening Thatis, insteadof pick-
ing identifierscompletelyatrandom,nodescanavoid using
identifiersthatarealreadyin useby listeningto pacletsbe-
ing transmitted.This is notguaranteedo work perfectly of
course:two nodesthatarenotin rangeof eachothermight
pick thesamedentifierwhentrying to communicatevith a
recever thatlies in betweerthem? (To help alleviate this
problem therecevercouldtry to sendanexplicit “identifier
collision notification” to thetwo senders.)

Paclet loss may also prevent perfectlistening. In ad-
dition, somenodesmay chooseto minimize the time they
spendlistening becauseof the significant power require-
mentsof runningaradio. Becausef theselimitations, lis-
teningis usually not as helpful as making the size of the
identifier pool larger, but it doeshelpto make the bestpos-
sible use of available resources.Listening hasbeensuc-
cessfullyusedto reducethe probability of addressalloca-
tion collisionsin othercontexts suchasSDR[8], atool for
distributedallocationof Internetmulticastaddresses.

4. Analysis

In this sectionwe describea simple analytic model of
both AFF andstaticaddressllocation. The goalis to de-
velopa modelthatwill predictthe efficiency of AFF com-
paredto a staticaddressallocation. Our modelis not suf-
ficiently generalto predictthe performancean all possible
scenariosput it doesprovide a basisfor comparisonbe-
tweenthetwo architectures.

4.1 A model of AFF

The first stepin our analysisis to definea simple effi-
ciengy metric. Our metric is essentiallythe “cost-benefit
ratio” of transmittingbits:

B Useful Bits Receved
" Total Bits Transmitted

(1)

3Thewirelessliteraturerefersto this asthe hiddenterminal problem




In our model, bits are transmittedin padkets eachof
whichis madeup of aheaderanddata Thecostof apaclet
is the cost of transmittingboth its headerand data. The
headeiis not considerednherentlyusefu) but rathersome-
thing that facilitatesthe transmissiorof potentially useful
data.

Every paclet is part of a transaction We assumethat
thetransactiordensity 7', is theaveragenumberof concur
renttransactionwisible at ary singlepointin the network.
A limitation of our modelis thatthe single parametefl’ is
not sufficient to describeall possiblescenarios—tw long
transactionsvill have differentcollisioncharacteristicthan
along transactiorcompetingwith a seriesof shorttransac-
tions,eventhoughT" = 2 in bothcasesIn orderto simplify
our analysis at the expenseof makingour modellessgen-
eral,we will assumehatevery transactiorspanghe same
amountof time.

In our model,a paclet headerconsistof solelya trans-
actionidentifier. At the coreof ourmodelis theassumption
thata transactionis successfu(thatis, useful)if andonly
if the sourceusesan identifier thatis uniquewith respect
to all othertransactionsat the samepoint in the network
for the entiredurationof the transaction.Transactionghat
fail dueto identifiercollisionsreduceefficiency becausé¢he
costof transmittedbitsis incurredwithout the benefitof the
receptionof usefulbits.

In the caseof staticallocation,whereevery nodeis given
adistinctaddressyve assumehatidentifiercollisions(and,
therefore failed transactionspreimpossible. If, on aver-
age,we transmitD bits of datawith an H-bit header(ad-
dress)theefficiengy is simply:

b
D+H

Equation2 expressesheratio of databits to total bits for
anentiretransactionnotjustasinglepaclet.

In our address-fre@architecture successfutransactions
are no longer guaranteed. Transactionsonly have some
probability of successlueto possibleidentifier collisions.
We assumehatthe entiretransactiorwill eithersucceedr
fail, causingeitherthereceptioror lossof all its constituent
paclets. Keepingin mind our assumptiorthatall transac-
tionsarethe samelength,we arrive at a differentefficiency
metric:

(2)

Estatic =

D x P(Succesp
D+H

The probability of a successfutransactiorgivenin Equa-
tion 3 is dependenbn threefactors. The first is the the
numberof concurrenttransactionsl” that are contending
for identifiers. Basedon our previous assumptiorthat all
transactionarethe samdength,eachtransactiorwill over-
lap with the beginning or end of 2(T" — 1) othertransac-
tions in the worst case. The secondfactoris the size of
the spacefrom which the identifiersaredrawn, 22 for an
H-bit identifier. The third factoris the algorithm usedfor
selectingthe identifiers. Heuristicsfor reducingthe prob-
ability of identifier collisionswere describedn Section3.

Eagy = 3)

However, wewill analyzethesimplestandmostpessimistic
scenarioin which every nodepicks its transactionidenti-
fiers uniformly from the identifier spacewithout regardto
ary learnedstate. This makesthe analysisstraightforvard
becauseachnodesidentifierselectionsareindependent:

1

2(T—1)
P(Succesp= (1 — 2—H> (4)

Equation4 is usefulin thatit givesa reasonableipper
boundon the expectedprobability of identifier collisions.
Heuristicssuch as listening can improve significantly on
this boundin practice,as we will showv in Section5. It
canbe seenin Equation3 thata significantincreasen the
probability of successfulransactiongeadsdirectly to a sig-
nificantincreasen theefficiency of AFF.

4.2 Comparison of AFF to static allocation

We now wish to useour modelto compareAFF over a
rangeof identifier sizeswith staticallocation. In doingso
we mustfirst decideon a reasonablenumberof bits that
shouldbe usedin staticallocationfor the purpose®f com-
parison.

We assumehat sensometworks will consistof tensof
thousandf nodes. If addressesre assignedoptimally,
aboutl6bitswill besufiicientto addressheentirenetwork.
On the otherhand,pastexperiencenasshowvn that optimal
addressllocationis often difficult to achieve, or undesir
ablebecaus@ makesdecentralize@llocationdifficult. The
48-bit addresausedin Ethernetis designedor distributed
assignmenbf a single, universaladdressspace. It is also
meanto besufficientfor thetotalnumberof devicesthatex-
ist, eventhoughthe numberof nodeshatmake up any spe-
cific Ethernetnetwork is muchsmaller Hardwarein sensor
networks may be given similar global addresses—perhaps
with anevenlargeraddresspacegiventhe expectedscale
and densityof their deployment. However, to be conser
vative in our analysis,we will alsocompareAFF to 32-bit
staticaddresses.

Figure 1 comparesstatic allocation of 16- and 32-bit
identifiersto AFF over arangeof identifiersizes.

In this example,the size of the datais 16 bits. Three
different scenariosare consideredfor AFF: caseswhere
16, 256, and 65,536transactionsare simultaneouslyisi-
ble to individualnodesin the network. Thetotal numberof
concurrentransactionsn the entirenetwork may be much
largerandis not partof themodel.

In the staticcase transmitting16 bits of datawith a 16-
or 32-bitidentifier alwaysleadsto a constants0% or 33%
efficiency, respectiely. Thesecasesarerepresentedy the
flatlinesin thefigure. The curvesdescribingAFF alsohave
a consistentshape. If the numberof identifier bits is too
small, efficiency is low dueto a large numberof identi-
fier collisions. As the numberof identifier bits increases,
theprobability of identifiercollisionsquickly dropscloseto
zeroandtheefficiency is dominatedby theratio of databits
to total bits (asin Equation2). The peakof the curve rep-
resentsthe optimal balancebetweentwo opposinggoals:
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Figure 1. Efficienc y of AFF vs. static allocation for 16-bit data.

minimizing the numberof collisions and minimizing the
numberof headenbits transmittecberdatabit.

In a sensornetwork with tensof thousand=of nodes,
theremight be only tensor hundredsf simultaneousrans-
actionsvisible atarny oneplaceatarny onetime. Our model
quantifiesthe intuition that AFF is moreefficient if this lo-
cality of transactionsallows AFF to userfewer bits than
staticallocation.In otherwords,AFF canbe moreefficient
if locality causes globaladdresspaceo beunderutilized.
For example,asshovn in Figure1, AFF works optimally
with only 9 identifier bits in a network wheretherearean
averageof 16 simultaneougdransactionseenby ary node.
This is more efficient than a static assignmenthat might
need16 or 32 bits. On the otherhand,in an extreme(and,
we believe, very unlikely) caseof 64K simultaneougrans-
actionsseerby every nodein a 64K nodenetwork, thereis
noroomfor AFF to improve; a 16-bitaddresspacecanbe
fully (indeed,optimally) utilized.

Figure2 shavs the sameanalysisassumingl28bit data
ratherthan16.

Therearea numberof interestingfeaturego note. First,
thelargerdatasizemakesstaticallocationmoreefficientbe-
causehesamenumberof addresdits arenow beingamor
tized overalargernumberof databits. Secondthe optimal
numberof bits usedfor the AFF identifierincreasesintu-
itively, this is becausehe largerdatasizemakesthe costof
a collision higher; the increaseccostof transmittingmore
identifierbits is worth the benefitof alower collision rate.

4.3 Advantagesof AFF

AFF is fundamentallydifferentfrom staticaddressllo-
cationbecausehe size of AFF's identifier spaceis tied to
the transactiordensityof the network, asopposedo static
allocationwhosespaceds commensurataith the total size

of the network. A nodeusingAFF needgo selectaniden-

tifier thatis uniquewith respecto its local neighborsithe

potentiallylarge network that lies beyond a nodes limited

pointof view becomesmmaterial. AFF cantake advantage
of spatialandtemporallocality to usefewer identifier bits

thanwould be requiredfor a static,globally uniquealloca-
tion.

Figure 1 shavs onebenefitof this difference.Basedon
our assumption®f reasonablenumbersof network densi-
tiesandsizes,AFF works optimally with only 9 bits while
staticallocationneedsl6 or 32. Whenamortizedover only
16 bits of data,AFF canresultin a increasein efficiency
andthusnetwork lifetime.

In Figure 2, which assumedarger data, the differences
are lesspronounced. At this designpoint, the efficiency
of AFF andstaticallocationare not significantly different.
However, usingAFF still buysusvastlybetterscalingprop-
erties.As thenetwork grows, AFF’s optimumidentifiersize
will remainthe same.In contrastthe sizeof identifiersfor
globally uniquestaticallocationmustgrow with the sizeof
thenetwork.

Clearly, AFF doesnot helpin networks that do not ex-
hibit locality. If the optimum numberof bits neededby
AFF is the sameasthe numberof bits requiredfor globally
uniquestaticallocation,traditionalstaticallocationwill al-
waysbebetter This pointis illustratedin Figure3. Thefig-
ure shows our modelfrom a differentperspectie, describ-
ing how efficiency of the network changesstheloadon it
increasesStaticallyassigneddentifiershave constaneffi-
cieng until theaddresspaces exhaustedafterwhichthe
efficiency is undefined.AFF doeswork beyondthis point,
thoughnetworks should never be so severely underprwi-
sionedby design.
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4.4. Doesfewer bits meanlessenergy?

We have mentionedthat enegy savings are one of the
primary motivationsfor usingshorteridentifiers. However,
the actualenepgy savings achieved by reducingthe num-
ber of bits transmitteds highly dependenbn detailsof the
radio hardware and MAC protocolin use. While 20 bits
saredby AFF may have alargeimpacton efficiengy in the
userdataportion of a packet (asseenin Figure 1's exam-
ple),thatsavingsbecomesneaninglesd usedwith aMAC
layersuchas802.11thataddshundredf bits of overhead
perpaclet. In thehigherpoweredregimeof laptopsrunning

complex MAC protocols AFF makeslittle sense.

However, theseew bitsdobecomemuchmoremeaning-
ful in the context of the very low-poweredradiosdesigned
for sensometworks—suchasthosemadeby Radiometrix,
RF Monolithics, and perhapseven the forthcoming Blue-
tooth radios. Theseradioshave extremely simple MACs
andframingthatleadsto a moredirectcorrelationbetween
theamountof userdatasentto theradioandtheenepgy ex-
pendedo sendit. Quantifyingthis relationshipis a subject
of ourongoingresearch.

Theselower-powered radios are also often associated



with limited framesizes. The RadiometrixRPCradio, for
example,cantransmitonly 27 bytesperframe. AFF origi-
nally camefrom a desireto squeez@smuchinformationas
possibleinto thesesmallframes.

5. Implementation

We have implementedan AFF-basedaclet fragmenta-
tion servicefor usewith low-power, short-rangewireless
radios. Our implementationwvasborn out of a necessityto
sendlargevirtual paclketsoverradioswith avery small (27
byte) frame size, but it also sened as an importantproof
of conceptfor AFF anda validationof the analyticmodel
presentedn Sectiond.

Our currenttestbedconsistsof RadiometrixRPC 418
MHz radio module$ attachedo ToshibalLibretto laptops
runningthe RedHatLinux operatingsystem. The RPCis
our radioof choicebecausef its low power requirements,
easeof use,and small form factor A simple paclet con-
troller on the radio acceptdramesof up to 27 bytesfrom
the hostand attemptsto broadcaseachframeto all other
RPCmoduleswithin receving range.Any RPCin thearea
that successfullyrecevesthe frametransfersit backup to
its host.

Our fragmentationdriver acceptspaclets of up to
64Kbytesfrom applications fragmentsthemto fit into 27
byte frames,and sendsthem down to the RPC for trans-
mission. It alsowatchesfor fragmentscomingin from the
radio, reassemblethem, and delivers successfullyrecon-
structedpacletsto the host.

The fragmentationalgorithm itself is simple, basedon
IP fragmentation. Each paclet is given a random AFF
identifier A “packet introduction” fragmentis transmit-
tedfirst, containingthe paclet’'s AFF identifier, totallength,
andchecksum.Eachfragmentis thentransmittedwith the
paclet's AFF identifier and the byte offset of the datait
carries. The driver on the recevver reassemblefragments
asthey arerecevedanddeliverspaclketsto the application
whenthechecksunsucceedsPaclketsthatsuffer fromiden-
tifier collisions are never delivered becauseof checksum
failuresor otherinconsistencies.

5.1 Experiments

We createda speciallyinstrumented/ersionof our frag-
mentationdriverin anattemptto validateour modelof pre-
dicted collision ratesgiven in Equation4. In the instru-
menteddriver, eachnodehasa globally uniqueidentifier;
the fragmentformatis augmentedo includethis identifier
alongwith the randomly selectedAFF identifier By ex-
aminingboththe AFF identifierandthe guaranteednique
nodeidentifier of recevved fragmentsthe recever’s driver
is able to determinehow mary paclkets would have been
lostdueto AFF identifiercollisionsif theuniquelD hadnot
beenpresent.

Our experimentaltestbedconsistedof five radio trans-
mitterssimultaneouslsendingpacletsto a singlewireless

4More informationavailableatwww. r adi onet ri x. co. uk

recever. We testedthis configurationover a rangeof AFF

identifier sizes. Tentrials wereexecutedfor eachidentifier

size. In eachtrial, eachof the five transmittersattempted
to transmita continuousstreamof random80-byte pack-
etsfor two minutes;eachof thesepacletswerefragmented
into five fragmentgqa singlefragmentintroductionandfour

datafragments) After attemptingo reassemblall receved

fragmentsthereceverreportedhetotal numberof paclets
successfullyreceived using the paclet’s uniqueidentifiers
andthenumberthatwould have beenrecevedbasedn the

AFF identifieralone.

We alsotestedthe efficacy of a simplelisteningheuris-
tic to reduceidentifier collisions. In the listening mode,
eachtransmitteralsoactsasa recever, listeningto paclets
transmittedby othernodes.Whenselectingan AFF identi-
fier for outgoingpaclets,transmitterslid not useidentifiers
they hadrecentlyheardin useby othertransmitters. The
choiceof identifierwaspicked uniformly from pool of not-
recently-useddentifiers. We adaptvely define“recently”
aswithin the mostrecent2T transactionspachnodecan
estimatel” basedon the numberof concurrentransactions
it obsenes. All of the transmittersand receverswere ar
rangedsothatthey werefully connectedi.e.,all theradios
werewell in rangeof eachother).

The resultsof theseexperimentsis shavn in Figure 4
alongwith our models prediction(for 7' = 5). As evident
in the figure, our collision model appeardo be accurate.
Thesimplelisteningalgorithmalsoappearedo bevery ef-
fectivein reducingidentifiercollisions.

6. RETRI in other contexts

The idea of using RETRI, exemplifiedin our address
free fragmentationhasapplicationsn otherareasof a dis-
tributedsensonetwork. Theseapplicationsall havein com-
mon a needto referencesomestatethat hasmeaningover
sometime periodandin somelocation. Eachapplications
transactiondensityis affectedby the temporaland spatial
extentover which this statemustremainvalid. The defini-
tion of a transactionandthe methodof detectionof colli-
sionsareboth highly application-dependent.

A numberof otherexamplesareseerin sensonetworks,
describedn moredetailin [6], including:

o Interestreinforcement Nodesthat periodicallytrans-
mit their sensomreadingsmay wish to transmitmore
or lessfrequentlydependingon the network’s level of
interestin their readings. When a node transmitsa
sensorreading,its neighborsperiodically sendfeed-
backto the transmitterindicating their level of inter-
est. With uniqueaddresseassignedo eachtransmit-
ter, thefeedbacknighttaketheform of amessagsuch
as“Sensor#27.201.3.97sendmoreof your data” An
addresss notactuallyneededn this context; it is sim-
ply usedasa way of describingdatathat was previ-
ouslyreceved. RETRI cansene this purposesqually
well: “Whoever just sentdatawith Identifier 4, send
moreof that”
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Figure 4. Collision rate predicted by our model vs. observed in our implementation.

We tested one

algorithm that selects identifier s randoml y and one that avoids collisions by listening to other nodes’

transmissions.

e Attribute-basedhamecompession.The attributesand
associategtaluesmightbequitelarge,but the sameat-
tribute/aluepairsmight be usedfrequentlyby anode.
This problemhastraditionallybeensolvedby creation
of a“codebook”’mappingsmallidentifiersto long lists
of attributes. NodesusingcodebooksanchooseRE-
TRI identifiersinsteadof traditionalalternatves(using
large, guaranteed-uniquielentifiers,or expendingen-
ergy to ensurghatthe codesareconflict-free).

Although identifier conflictscanleadto lossesor unex-
pectedbehaior, robustnesso thesetypesof errorsmustal-
readybe fundamentato the designof thesesystemswhere
errorsarethe norm dueto factorssuchasnodedynamics,
changedn the ernvironment, and the vagariesof RF con-
nectvity. Occasionaldentifier collisionswill have asmall
mauginal effect, and persistenbr systematiacollisionsare
avoided by picking a new identifier for eachnew transac-
tion.

7. Relatedwork

Ourwork maybemostsimilarto theuseof sessiordirec-
toriesfor Internetmulticastaddressllocationdescribedy
Handley [8]. Multicastaddresseareselectedandomlyin
adecentralizeananneiby nodeshatneedto establishmul-
ticastgroups. TheideaparallelsAFF’s useof temporallo-
cality (multicastaddressearereusedvertime) andspatial
locality (TTL scopingpreventsmulticastgroupsfrom being
globally visible). In contrastour focuson sensometworks
brings with it different constraintssuchas the paramount
importanceof enepy efficiency.

The error bars represent the standar d deviation from the mean for each trial.

In theNimrod architecturg3], Chiapparecognizegrob-
lemsthat arisewhenaddressesene multiple, overloaded
roles. He suggestsan architecturein which nodeshave
a globally unigue endpointidentifier separatefrom their
uniqueandtopologicallysignificant“locator” This allows
endpointgo have a stableidentity regardlesof changesn
the network topology In contrast,our work is more con-
cernedwith the costof identifierslong enoughto be glob-
ally uniquein context wherelocally uniqueidentifiersare
sufficient. Our schemealsoassumesomeothermethodis
usedfor naming,andnameseednotbeunique.

In WINS [2], KaiserandPottie have designeda system
whereshort, locally uniqgueaddressesre dynamicallyas-
signedto nodesin a radio clusterby a central controllet
They try to maximizethe useof enegy in awireless,unat-
tendedradio systemby reducingthe numberof addresdits
transmitted. Their motivation is similar to AFF; however,
AFF'sdesigndoesnotrequirecentralizectlusterformation.
This makes AFF morescalable feasiblewithout a central-
izedcontroller, androbustin thefaceof high dynamics.

In theMIT AmorphousComputingproject,Cooreet.al.
have describedalgorithmsfor hierarchyconstructionthat
rely onrandomizedodeidentifiersto breaktiesin elections
[4]. Ourwork, in contrast,is orientedtowardsidentifiers
usedto facilitatetransactionsanddoesnot dealwith cluster
formation.

In SCADDS|6], EGHK proposeanarchitecturdor scal-
able coordinationand control in deeply distributed sys-
temssuchassensometworks. Ourwork is complementary
to SCADDS andwe owe mary of our assumptionsabout
future sensornetwork architecturego that project. The
attribute-basedlatanamingproposedn SCADDS s sim-



ilar to thenamingschemesisedby RamarandMcCannen
ALF [17, 7], Adjie-Winotoet.al. in theIntentionalNaming
Systeni1], andMichel et. al. in theiradaptve webcaching
architecturd13].

8. Conclusionsand futur e work

We have presenteda rationale for using Random,
Ephemeal TRansactiorldentifiers (RETRI) in sensomet-
works. In our schemenodespick semi-randomdentifiers
that are usedfor the durationof a singletransaction.Oc-
casionally identifier conflicts lead to losses,which have
a small maminal effect on a network which mustalready
be highly robust to lossesdue to the vagariesof RF con-
nectvity or nodedynamics. Persistentdentifier collisions
areavoidedby makingidentifiersephemeal: a new oneis
pickedfor eachtransaction.For mary applicationswe be-
lievethistechniques superiotto thealternatves: statically-
allocated, globally unique node identifiers are typically
muchlonger, andprotocolsthatdynamicallyassignlocally
uniqueaddressesay be highly inefficient given the high
rateof dynamicsin sensometworksandlow datarateover
whichto amortizethe costof the protocol.

We have also developeda simple modelfor predicting
the rate of identifier collisionsin a distributed systemthat
usesRETRI. By predictingcollisionswe areableto model
the overall efficiency of RETRI versusa static allocation
policy for a given identifier size, data size, and average
numberof concurrentransactionsThesemodelshave been
validatedthroughexperimentaisinganactualimplementa-
tion.

Our modelssuggesthat RETRI is superiorto alterna-
tivesin distributedsystemsawith the following properties:

e Thesystemexhibits significantspatialor temporallo-
cality. Specifically the numberof nodesthat exist is
fargreaterthanthe numberof simultaneouslyommu-
nicatingpeersary individualis likely to see.

e The overall datarate is low, or the size of a typical

pacletis smallcomparedo thesizeof astaticaddress.

o Efficiengy is paramount—forexample,dueto enegy
constraints.

RETRI improves the scaling propertiesof such dis-
tributedsystemdy allowing the sizeof theidentifierspace
to grow asa function of the systems transactiondensity
ratherthanits overall size. RETRI can also significantly
reducethe overheadrequiredto transmitdataby optimiz-
ing the numberof headerbits transmittedper databit. By
thesametoken,RETRIdoesnothelpin distributedsystems
that do not exhibit locality; if the optimumnumberof bits
neededy RETRIis thesameasthenumberof bitsrequired
for globally uniguestaticallocation,traditional staticallo-
cationwill alwaysbebetter

Althoughour modelwassuccessfuin predictingperfor
mancein our simple testbed predictingperformancedn a
more complex systemwill be more difficult. In our on-
going researchwe are refining our analysisof RETRI’s
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expectedperformanceand continuing largerscaleexperi-
ments. Specifically we areinterestedn capturingthe ef-
fectsof listeningandnon-uniformtransactioriengthsin our
model. A modelof the systemtopologywill berequiredto
capturethe effect of listeningsothat problemssuchashid-
denterminaleffectsaretakeninto account.We arealsoin-
vestingmoreaccuratevaysof estimatingthe typical trans-
actiondensityT'.

Becausethe utility of RETRI increasesas the transac-
tion densitydecreaseRETRI is mostusefulin distributed
systemghat exhibit the highestdegreesof locality in their
interactions We arethereforealsoinvestigatingechniques
for maximizinglocality in sensometwork interactions.
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